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Abstract

Recently, Li and Chang proposed an approximate model for assortment problems. Although their model is quite promising to find approximately global solution, too many 0–1 variables are required in their solution process. This paper proposes another way for solving the same problem. The proposed method uses iteratively a technique of piecewise linearization of the quadratic objective function. Numerical examples demonstrate that the proposed method is computationally more efficient than the Li and Chang method. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Assortment problems occur when a number of small rectangular pieces need to be cut from a large rectangle to get minimum area. Recently, Li and Chang [1] developed a method for finding the global optimal solution of the assortment problem. Li and Chang’s method, however, requires to use numerous 0–1 variables to linearize the polynomial objective function in their model, which would cause heavy computational burden. This paper proposes instead a piecewise linearization method. The major advantage of this method is that it uses much less number of 0–1 variables to linearize the quadratic objective function than used in Li and Chang’s model. The computational efficiency can therefore be improved significantly. The numerical examples demonstrate that the computation time of the proposed method is much less than that in Li and Chang’s model.

2. Problem formulation

Given \( n \) rectangles with fixed lengths and widths. An assortment optimization problem is to allocate all of these rectangles within an enveloping rectangle, which has minimum area. Denote \( x \) and \( y \) as the width and the length of the enveloping rectangle (\( x > 0, y > 0 \)), the assortment optimization problem is stated briefly as follows:
Minimize \( xy \)
subject to 
1. All of \( n \) rectangles are non-overlapping.
2. All of \( n \) rectangles are within the range of \( x \) and \( y \).
3. \( 0 < x \leq \bar{x} \) and \( 0 < y \leq \bar{y} \) (\( \bar{x} \) and \( \bar{y} \) are constants).

An assortment optimization problem can be formulated below. The related notations are those of Li and Chang [1].

2.1. Assortment problem

Minimize \( xy \)
subject to 
\[
(x_i' - x_i^0) + u_{ik}x + v_{ik} \bar{x} \\
\geq \frac{1}{2}[p_i(s_i + q_i(1-s_i) + p_k s_k + q_k(1-s_k))] \\
\forall i, k \in J, 
\]
\[
(y_i' - y_i^0) + u_{ik}y + v_{ik} \bar{y} \\
\geq \frac{1}{2}[p_i(1-s_i) + q_i s_i + p_k(1-s_k) + q_k s_k] \\
\forall i, k \in J, 
\]
\[
(y_i^0 - y_i') + (1 - u_{ik})y + (1 - v_{ik})\bar{y} \\
\geq \frac{1}{2}[p_i(1-s_i) + q_i s_i + p_k(1-s_k) + q_k s_k] \\
\forall i, k \in J, 
\]
\[
(\bar{x} - x^0) + x_i' + \frac{1}{2}[p_i s_i + q_i(1-s_i)] \\
\forall i \in J, 
\]
\[
(\bar{y} - y^0) + y_i' + \frac{1}{2}[p_i(1-s_i) + q_i s_i] \\
\forall i \in J, 
\]
\[
(x_i' - x_i^0) + \frac{1}{2}[p_i s_i + q_i(1-s_i)] \geq 0 \\
\forall i \in J, 
\]
\[
(y_i' - y_i^0) + \frac{1}{2}[p_i(1-s_i) + q_i s_i] \geq 0 \\
\forall i \in J, 
\]

where \( u_{ik}, v_{ik}, s_i, s_k \) are 0–1 variables, and \( x, y, x_i', y_i' \) and \( x_i^0, y_i^0 \) are bounded continuous variables, \( p_i \) and \( q_i \) are length and width of \( i \)th object.

Constraints (2)–(5) are the non-overlapping conditions and constraints (6)–(9) ensure that all rectangles are within the enveloping rectangle.

Li and Chang [1] proposed an approach for solving this problem to obtain a global optimum. The basic idea of their method is to approximately substitute \( x \) and \( y \) continuous variables in (1) by a set of 0–1 variables thus to linearize the product term \( xy \). Problem (1)–(9) can then be reformulated as a linear mixed 0–1 problem which can be solved to reach a global optimum within a tolerable error.

3. Li and Chang approach

Li and Chang [1] substitute \( x \) and \( y \) by the following 0–1 representation:

\[
x = \bar{e}_x \sum_{g=1}^{G} 2^{g-1} \theta_g + e_x, 
\]
\[
y = \bar{e}_y \sum_{h=1}^{H} 2^{h-1} \delta_h + e_y, 
\]

where \( e_x \) and \( e_y \) are small positive variables, \( \bar{e}_x \) and \( \bar{e}_y \) are the pre-specified constants which are the upper bounds of \( e_x \) and \( e_y \), respectively. \( \theta_g \) and \( \delta_h \) are 0–1 variables, and \( G \) and \( H \) are integers which denote the number of required 0–1 variables for representing \( x \) and \( y \).

Then the Li and Chang model is reformulated as a linear mixed 0–1 program below.

3.1. Model 1 [1]

Minimize \( \bar{e}_x \sum_{g=1}^{G} 2^{g-1} z_g + \bar{e}_y \sum_{h=1}^{H} 2^{h-1} u_h \)
subject to
\[
z_g \geq y + \bar{y}(\theta_g - 1), \quad g = 1, 2, \ldots, G, \quad (13) \\
u_h \geq e_x + \bar{e}_x(\delta_h - 1), \quad h = 1, 2, \ldots, H, \quad (14) \\
\]
constraints in (2)–(9)
\[
z_g \geq 0, \quad u_h \geq 0, \quad \theta_g, \delta_h \in \{0, 1\}. \quad (15)
\]

The major difficulty of Model 1 is that it involves \( G + H \) additional 0–1 variables. The smaller the tolerable errors (i.e., \( e_x \) and \( e_y \)), the larger the size of \( G \) and \( H \) and the longer the CPU time for solving the problem.

4. Proposed new linear strategy

This paper proposes another strategy for linearizing the quadratic objective function \( xy \) in (1).
Define $K$ be a set expressed as

$K = \{0 < x \leq a_1 \leq \ldots \leq a_n, 0 < y \leq y_1 \leq \ldots \leq y_m, x, y \in F,$

$F$ is a feasible set\{.

It is clear that an optimization program $P_1$: \{Minimize $\log x + \log y | x, y \in K$\} is equivalent to

the program below.

$P_2 : \{\text{Minimize } \log x + \log y | x, y \in K\}$.

Following propositions discuss the proposed approach of linearizing the logarithmic terms $\log x$ and $\log y$.

**Proposition 1** [3]. A logarithm function $\log x$, $0 < a_1 \leq x \leq a_m$, as shown in Fig. 1, can piecewise linearize

$\log x = \log a_1 + s_1(x - a_1)

+ \sum_{j=2}^{m-1} \left(\frac{s_j - s_{j+1}}{2}\right) (|x - a_j| + x - a_j),

(16)

where $a_j$, $j = 1, 2, \ldots, m$, are the break points of $\log x$, $a_j < a_{j+1}$ and $s_j$ are the slopes of line segments between $a_j$ and $a_{j+1}$,

$s_j = \frac{\log a_{j+1} - \log a_j}{a_{j+1} - a_j}$ \quad \text{for } j = 1, 2, \ldots, m - 1.

**Proposition 2.** Since $\log x$ is concave function, it is clear that the approximation bounds $\log x$ from below. That means $\log x \geq \log x$.

**Proposition 3** (Lower bound). Consider the following two programs:

$\text{P2 : } \{\text{Minimize } \log y | x, y \in K\}$.

$\text{P3 : } \{\text{Minimize } \log x + \log y | x, y \in K\}$.

Program $P_3$ provides a lower bound on Program $P_2$ due to Proposition 2.

Now we discuss the way to linearize $\log \hat{x}$. Consider the following proposition.

**Proposition 4** (Linearization). $\log \hat{x}$ in (16) can be linearized as follows.

$\log \hat{x} = \log a_1 + s_1(x - a_1)

+ \sum_{j=2}^{m-1} (s_j - s_{j-1})(a_j u_j + x - a_j - w_j)

(17)$

where

(i) $a_m u_j \leq x - a_j < a_m (1 - u_j)$

for $j = 2, 3, \ldots, m$,

(ii) $a_m u_j \leq w_j \leq a_m u_j$

for $j = 2, 3, \ldots, m$,

(iii) $a_m (u_j - 1) + x \leq w_j \leq a_m (1 - u_j) + x$

for $j = 2, 3, \ldots, m$,

(iv) $u_j \geq u_{j-1}$ \quad for $j = 2, 3, \ldots, m$,

(v) $u_j$ are 0–1 variables and $w_j \geq 0$

for $j = 2, 3, \ldots, m$.

**Proof.** If $x - a_j \geq 0$ then $u_j = 0$ and $w_j = 0$ based on (i) and (ii); which results in

$a_j u_j + x - a_j - w_j = (|x - a_j| + x - a_j)/2$

$= x - a_j$.

If $x - a_j < 0$ then $u_j = 1$ and $w_j = x$ based on (i) and (iii); which results in

$a_j u_j + x - a_j - w_j = (|x - a_j| + x - a_j)/2 = 0$.

Therefore, $\log \hat{x}$ in (16) is equivalent to (17). Now we consider condition (iv).

Since $a_{j-1} < a_j$, if $x < a_j$ (i.e. $u_j = 1$) then $x < a_{j+1}$ and we have $u_{j+1} = 1$.

If $x > a_{j+1}$ (i.e. $u_{j+1} = 0$) then $x > a_j$, and we have $u_j = 0$.

![Fig. 1. Piecewise linearization of $\log x$.](image-url)
Therefore, it is true that \( u_j \geq u_{j-1} \), for \( j = 2, 3, \ldots, m \).

Condition (iv) is used to accelerate the computational speed of solving the problem. □

5. Solution algorithm

From the above discussion, the proposed algorithm is as follows: Let \( S_r \) and \( T_r \) be respectively a set of break points of \( \ln x \) and \( \ln y \) at the \( r \)th iteration. Denote \( \epsilon \) as a tolerable error. Then the linearization (17) is built up iteratively as follows.

Let \( S_r = S_{r-1}U \{ x(r) \}, \ T_r = T_{r-1}U \{ y(r) \}, \) where ‘\( U \)’ means union. Denote the number of elements in \( S_r \) as \( m_r \), and the number of elements in \( T_r \) as \( n_r \).

Solving the following linear mixed 0–1 program:

Minimize \( \text{Obj}(x(r+1)) + \text{Obj}(y(r+1)) \)

\[
= \ln a_1 + s_1(x - a_1) \\
+ \sum_{j=2}^{m_{r-1}} (s_j - s_{j-1})(a_ju_j + x - a_j - w_j) \\
+ \ln b_1 + t_1(y - b_1) \\
+ \sum_{j=2}^{n_{r-1}} (t_j - t_{j-1})(b_jv_j + y - b_j - q_j)
\]

subject to

Restrictions part 1:

\( -xu_j \leq x - a_j \leq x(1 - u_j), \)
\( -xu_j \leq w_j \leq xu_j, \)
\( x(u_j - 1) + x \leq w_j \leq x(1 - u_j) + x, \)
\( u_j \geq u_{j-1}, \)
for \( j = 2, 3, \ldots m_r \) (variable \( x \)),
\( a_1, a_2, \ldots, a_{m_r} \in S_r, \)
\( a_1 = \tilde{x} < a_2 < \cdots < a_{m_r} = \tilde{x}; \)

Restrictions part 2:

\( -yv_j \leq y - b_j \leq y(1 - v_j), \)
\( -yv_j \leq q_j \leq yv_j, \)
\( y(v_j - 1) + y \leq q_j \leq y(1 - v_j) + y, \)
\( v_j \geq v_{j-1}, \)
for \( j = 2, 3, \ldots n_r \) (variable \( y \)),
\( b_1, b_2, \ldots, b_{n_r} \in T_r, \)
\( b_1 = y < b_2 < \cdots < b_{n_r} = \tilde{y}; \)

\( u_j, v_j \) are 0–1 variables, \( w_j, q_j \geq 0. \)

Restrictions part 3:

constraints in (2)–(9).

Let the solution be \( (x(r + 1), y(r + 1)) \).

If \( |\text{Obj}(x(r+1)) - \ln x(r+1)| < \epsilon \) and \( |\text{Obj}(y(r+1)) - \ln y(r+1)| < \epsilon \) then terminate the process, and \( (x(r + 1), y(r + 1)) \) is the optimal solution.

Otherwise, let \( r = r + 1 \) and resolve the above program. (A precise procedure is available by request, etc. from the authors.)

Proposition 5 (Convergence). The above algorithm (run with \( \epsilon = 0 \)) terminates with the incumbent solution \( (\tilde{x}', \tilde{y}') \) being optimum to the assortment problem (1)–(9) when \( r \to \infty. \)

Proof. By the concavity of \( \ln x \) (and \( \ln y \)) in (16) and the mean value theorem, \( \ln \tilde{x}' \) (and \( \ln \tilde{y}' \)) are the lower bounds of \( \ln x \) (and \( \ln y \); \( (\tilde{x}', \tilde{y}') \) therefore is the optimal solution. □

6. Numerical examples

Consider the following assortment optimization problems adopted from Li and Chang [1]: Some given rectangles are required to be placed within a rectangle which has minimum area. The sizes of pieces of rectangles are given in Table 1. Here we solve the same problem using Model 1 [1] and proposed model by LINGO [2], a common-used optimization package, running in a Pentium III 1000 personal computer.

Model 1 solves problem 1 by specifying \( \tilde{e}_e = \tilde{e}_y = 0.1 \), and obtains the global optimal solution \( (x, y) = (31, 38) \) with the objective value 1178. Proposed model solves Problem 1 by specifying \( \tilde{e}_e = \tilde{e}_y = 0.1 \) and obtains the same solution as found by Model 1. Table 1 shows that for Problem 1 containing four rectangles, the proposed model only spends 1/7 of CPU time as spent in Model 1. For Problem 2 containing five rectangles, the proposed model uses much less CPU time than Model 1. The associated graphs are presented in Figs. 2 and 3.

To compare the capability of the two models in treating larger sizes of assortment problems, two
other problems are examined as shown in Table 2. All rectangles in these two problems are squares. For Problem 3 where the number of squares is 8, the proposed model spends less than 1/7 CPU time as spent in Model 1 to obtain a global optimum. The result is depicted in Fig. 4. For Problem 4 with
nine squares. Model 1 cannot find the solution within 10 hours while the proposed model takes eight and half minutes to find the global solution. The solution is depicted in Fig. 5. The reported CPU times can be improved if these problems are run in a workstation computer instead of running in a personal computer.

7. Conclusions

This paper proposes a piecewise linearization method to solve the assortment problem. By piecewisely linearizing the quadratic objective function in the assortment problem, the proposed method reformulates the original problem as a linear mixed 0–1 program. Solving the linear mixed 0–1 problem iteratively, the proposed method can finally find a global optimum. Numerical examples demonstrate that the proposed method uses much less CPU time than that in [1] for reaching the global optimum.
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