The optimal pebbling number of the complete \( m \)-ary tree

Hung-Lin Fu*, Chin-Lin Shiue

Department of Applied Mathematics, National Chiao Tung University, 1001 TA Hsueh Road, Hsinchu 30050, Taiwan

Received 4 March 1997; revised 3 December 1999; accepted 13 December 1999

Abstract
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1. Introduction

Throughout this paper, a configuration of a graph \( G \) means a mapping from \( V(G) \) into the set of non-negative integers \( \mathbb{N} \cup \{0\} \). Suppose \( p \) pebbles are distributed onto the vertices of \( G \); then we have the so-called distributing configuration (d.c.) \( \delta \) where we let \( \delta(v) \) be the number of pebbles distributed to \( v \in V(G) \) and \( \delta_H \) equals \( \sum_{v \in V(H)} \delta(v) \) for each induced subgraph \( H \) of \( G \). Note that now \( \delta_G = p \).

A pebbling move consists of removing two pebbles from one vertex and then placing one pebble at an adjacent vertex. If a d.c. \( \delta \) lets us move at least one pebble to each vertex \( v \) by applying pebbling moves repeatedly (if necessary), then \( \delta \) is called a pebbling of \( G \). The optimal pebbling number of \( G \), \( f'(G) \), is \( \min\{\delta_G | \delta \text{ is a pebbling of } G\} \), and a d.c. \( \delta \) is an optimal pebbling of \( G \) if \( \delta \) is a pebbling of \( G \) such that \( \delta_G = f'(G) \).

Note here that the pebbling number \( f(G) \) of a graph \( G \) is defined as the minimum number of pebbles \( p \) such that any distributing configuration with \( p \) pebbles is a pebbling of \( G \). The problem of pebbling graphs was first proposed by Saks and Lagarias [1] as a tool for solving a number theoretical problems by Lemke and Kleitman [4]. In terms of pebbling, they expected the pebbling number of an \( n \)-cube to be \( 2^n \). Later,
this problem was solved by Chung [1]. An alternative proof of the following theorem in number theory was thus obtained.

**Theorem 1.1** (Clarke et al. [2] and Lemke and Kleitman [4]). For any given integers \(a_1, a_2, \ldots, a_d\) there exists a nonempty subset \(X \subseteq \{1, 2, \ldots, d\}\) such that \(d \mid \sum_{i \in X} a_i\) and \(\sum_{i \in X} \gcd(a_i, d) \leq d\).

In [1], Chung also mentioned a conjecture by Graham: given two graphs \(G\) and \(H\), is the pebbling number of the Cartesian product of \(G\) and \(H\), \(f(G \times H)\), no bigger than \(f(G)f(H)\)? So far, the problem remains unsolved in general. It is worth mentioning that Moews [5] showed that the inequality holds for trees \(G\) and \(H\).

On the other hand, the study of optimal pebbling number is equally interesting. First, an absolutely nontrivial result on paths was obtained by Pachter et al. [7].

**Theorem 1.2** (Pachter et al. [7]). Let \(P\) be a path of order \(3t + r\) for \(0 \leq r \leq 2\), i.e., \(|V(P)| = 3t + r\). Then \(f'(P) = 2t + r\).

Recently, Fu and Shiue [3] found \(f'(T)\) for \(T\) a caterpillar by way of a generalized pebbling on a path. Since the statement of the theorem is too long, we omit it here. Furthermore, in the same paper, they have proved an analog of the conjecture mentioned above.

**Theorem 1.3** (Fu and Shiue [3]). For any graph \(G\) and \(H\), \(f'(G \times H) \leq f'(G)f'(H)\).

Clearly, Theorem 1.3 gives an upper bound for the optimal pebbling number of a product graph; for example, an \(n\)-cube \(Q_n = Q_{n-1} \times K_2\). We note here that quite recently an upper bound for \(f'(Q_n)\) has been obtained.

**Theorem 1.4** (Moews [6]). \(f'(Q_n) = (\frac{4}{3})^{n+O(\log n)}\).

In this paper, we shall focus on the study of the optimal pebbling number of a complete \(m\)-ary tree, where a complete \(m\)-ary tree with height \(h\), denoted by \(T^m_h\), is an \(m\)-ary tree satisfying that \(v\) has \(m\) children for each vertex \(v\) not in the \(h\)th level. In Section 2, we first obtain \(f'(T)\) for a complete \(m\)-ary tree \(T\) with \(m \geq 3\). Then, in Section 3, we show that the optimal pebbling problem of the complete binary tree with height \(h\), \(T^2_h\), can be transformed to an instance of an integer linear programming problem (ILP) and we find an efficient algorithm to find the optimal solution for the instance of ILP which corresponds to the optimal pebbling number problem for the complete binary tree.

### 2. \(m \geq 3\)

Consider a d.c. \(\delta\) of \(G\) and let \(H\) be a connected induced subgraph of \(G\). Then \(\delta_{|V(H)|}(\delta_H)\) for short) is a d.c. of \(H\) induced by \(\delta\). In \(H\), the maximum number of
pebbles which can be moved to the vertex \( v \) using pebbling moves in \( \delta_H \) is denoted by \( \delta_H(v) \). Clearly, we have \( \delta_H(v) \leq \delta_H \) for each \( v \in V(H) \). Now, we have the first result.

**Theorem 2.1.** \( f'(T^m_h) = 2^h \) for each \( m \geq 3 \).

**Proof.** Let \( v_0 \) be the vertex in the 0th level (root) of \( T^m_h = T \), and \( \delta \) be a d.c. such that \( \delta(v_0) = 2^h \) and \( \delta(v) = 0 \) for each \( v \in V(T) \setminus \{v_0\} \). Then it is obvious that \( \delta \) is a pebbling of \( T \), and thus \( f'(T) \leq 2^h \). On the other hand, we will prove \( f'(T) \geq 2^h \) by induction on \( h \).

This is trivial for \( h = 0 \), so let \( h > 1 \). Assume that \( f'(T^m_{h-1}) \geq 2^{h-1} \) and let \( T - v_0 \) contain components \( T_1, T_2, \ldots, T_m \). Clearly, \( f'(T_1) = f'(T_2) = \cdots = f'(T_m) = f'(T^m_{h-1}) \geq 2^{h-1} \).

Now, let \( \delta \) be an arbitrary pebbling of \( T \) such that \( \delta(v_0) = x_0 \) and \( \delta_{T_i} = x_i \), \( i = 1, 2, \ldots, m \). Then, for \( i = 1, 2, \ldots, m \),

\[
f'(T_i) \leq \frac{1}{2} x_0 + x_i + \sum_{j \in \{1, 2, \ldots, i-1, i+1, \ldots, m\}} \frac{1}{2} x_j.
\]

This implies that

\[
mf'(T^m_{h-1}) \leq \frac{m}{2} x_0 + \frac{m+3}{4} x_1 + \frac{m+3}{4} x_2 + \cdots + \frac{m+3}{4} x_m \leq m \delta_T,
\]

and we have \( \delta_T \geq 2f'(T^m_{h-1}) \geq 2^h \). Thus, \( f'(T) \geq 2^h \) and this concludes the proof. \( \square \)

We note finally that the proof fails when \( m = 2 \) because then \( (m + 3)/4 > m/2 \). In fact, \( f'(T^2_3) \leq 7 < 2^3 \) (see Fig. 1).

### 3. \( m = 2 \)

If a d.c. of a complete binary tree \( T \) with height \( h \) can be obtained by placing \( x_i \) pebbles on each vertex in the \( i \)th level, \( i = 0, 1, \ldots, h \), we denote it by \( \langle x_0, x_1, \ldots, x_h \rangle_T \).

(We may omit \( T \) from this notation when it is clear which tree we are using.) In this section, we mainly prove that the optimal pebbling of a complete binary tree \( T^m_h \) can be obtained using a d.c. of this type where \( x_i \) is even for each \( i > 0 \); we will call such a d.c. symmetric. See Fig. 1 for an example.
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Lemma 3.1. Let $k$.

Proof. Let $\delta$ be a d.c. of $T$ and $v$ be a vertex in the $k$th level of $T$ which has two children $u$ and $w$, and let $\delta$ be symmetric on $T_u$ and $T_w$. If either $h > k + 1$ or either $\delta(u)$ or $\delta(w)$ does not equal 1, then the following statements are equivalent; in any case, (1) implies (2), and (2) implies (3).

(1) $\delta_T(v') \geq 1$ for each $v' \in V(T_v)$;

(2) $\delta_T = \frac{1}{2} \delta_T(u) + \frac{1}{2} \delta_T(v) + \frac{1}{2} \delta_T(w) \geq \frac{1}{3} \times 2^{h-k}$ and

$\delta_T = \frac{1}{3} \delta_T(u) + \frac{1}{3} \delta_T(v) + \frac{1}{3} \delta_T(w)$.

(3) $\delta_T(v_h) \geq 1$ for each $v_h \in V(T_v)$ in the $h$th level of $T$.

Since $f'(T_0) = 1$ is easy to see, throughout this section, let $T$ be a complete binary tree with height $h \geq 1$. For each vertex $v \in V(T)$ in the $k$th level of $T$, the branch of $T$ including $v$ and all its descendants is denoted by $T_v$, and the subtree of $T$ obtained by removing $V(T_v) \setminus \{v\}$ is denoted by $T_v$.

If a d.c. $\delta$ has the property that $\delta|_{T_v} = (x_k, x_{k+1}, \ldots, x_h)_{T_v}$, where $x_i$ is even for each $i > k$, then we say $\delta$ is symmetric on $T_v$, and this implies that $\delta_T(u) = \sum_{j=i}^{h} x_j$ for each $u \in V(T_v)$ in the $i$th level of $T$, where $k \leq i \leq h$.

Lemma 3.1. Let $\delta$ be a d.c. of $T$ and $v$ be a vertex in the $k$th level of $T$ which has two children $u$ and $w$, and let $\delta$ be symmetric on $T_u$ and $T_w$. If either $h > k + 1$ or either $\delta(u)$ or $\delta(w)$ does not equal 1, then the following statements are equivalent; in any case, (1) implies (2), and (2) implies (3).

(1) $\delta_T(v') \geq 1$ for each $v' \in V(T_v)$;

(2) $\delta_T = \frac{1}{2} \delta_T(u) + \frac{1}{2} \delta_T(v) + \frac{1}{2} \delta_T(w) \geq \frac{1}{3} \times 2^{h-k}$ and

$\delta_T = \frac{1}{3} \delta_T(u) + \frac{1}{3} \delta_T(v) + \frac{1}{3} \delta_T(w)$.

(3) $\delta_T(v_h) \geq 1$ for each $v_h \in V(T_v)$ in the $h$th level of $T$.

Proof. Let $\delta|_{T_v} = (y_k+1, y_{k+2}, \ldots, y_h)_{T_v}$, $u_h \in V(T_u)$ be an arbitrary vertex in the $h$th level of $T$ and $P = w, v, u, u_{k+2}, \ldots, u_h$ be the path connecting $w$ and $u_h$. Clearly, $u_i$ is in the $i$th level of $T$, $i = k + 2, k + 3, \ldots, h$; see Fig. 2. We first move pebbles from $V(T) \setminus V(P)$ to the vertices of $P$ by applying pebbling moves such that the number of pebbles in $P$ is as large as possible. Then there exists a d.c. $\delta'$ of $P$ and $m_{k-1}, \ldots, m_h$ which are defined by $\delta'(w) = m_{k-1} = \delta_T(w)$, $\delta'(v) = m_k = \delta_T(v)$, $\delta'(u) = m_{k+1} = y_{k+1} + \frac{1}{2} \sum_{j=k+2}^{h} y_j$, $\delta'(u_h) = m_h = y_h$ and $\delta'(u_i) = m_i = y_i + \frac{1}{2} \sum_{j=i+1}^{h} y_j$ for $i = k + 2, k + 3, \ldots, h - 1$. Note that $\delta_T(u_h) = \delta_T(u_h)$. Now, we are ready to prove our implications.

(1) $\Rightarrow$ (2): Clearly,

$$\delta_T(u_h) = m_h + \left[ \frac{1}{2} (m_{h-1} + \frac{1}{2} (m_{h-2} + \left[ \frac{1}{2} (\ldots (m_k + \frac{1}{2} m_{k-1}) \ldots ) \right) \right] \geq 1.$$
By taking away all the floors, we have

$$\sum_{i=k+1}^{h} \left( \frac{1}{2} \right)^{h-i} m_i$$

$$= (\frac{1}{2})^{h-(k-1)} \delta_T\left( w \right) + \sum_{i=k+1}^{h-1} \left( \frac{1}{2} \right)^{h-i} \delta_T\left( v \right) + \sum_{i=k+1}^{h} \left( \frac{1}{2} \right)^{h-i} y_i$$

$$= (\frac{1}{2})^{h-(k-1)} \delta_T\left( w \right) + \sum_{i=k+1}^{h} \left( \frac{1}{2} \right)^{h-i} y_i$$

$$= (\frac{1}{2})^{h-(k-1)} \delta_T\left( w \right) + \left( \frac{1}{2} \right)^{h-k} \delta_T\left( v \right) + \sum_{i=k+1}^{h} \left( \frac{1}{2} \right)^{h-i} y_i$$

This is equivalent to saying that

$$\sum_{i=k+1}^{h} \left( 2^{i-(k+1)} - \frac{1}{3} \right) y_i + \frac{1}{3} \delta_T\left( v \right) + \frac{1}{6} \delta_T\left( w \right) = \frac{1}{3} \times 2^{h-k}.$$
is even; this implies that either $\delta_{\scriptstyle T_{v_j+1}}(u_{j+1}) = \delta_{\scriptstyle T_{v_j+1}}(w_{j+1}) \geq 2$ or $\delta_{\scriptstyle T_{v_j}}(v_j) \geq 2$. Hence, $\delta_{\scriptstyle T}(v_j) = \delta_{\scriptstyle T_{v_j}}(v_j) + \frac{1}{2}\delta_{\scriptstyle T_{v_j+1}}(u_{j+1}) + \frac{1}{2}\delta_{\scriptstyle T_{v_j+1}}(w_{j+1}) \geq 2$, and we obtain $\delta_{\scriptstyle T}(v') \geq 2$ for each $v' \in V(T_u)$ in levels above $h$. Similarly, $\delta_{\scriptstyle T}(v') \geq 2$ for each $v' \in V(T_w)$ in levels above $h$. Either of these two facts implies that $\delta_{\scriptstyle T}(v) \geq 1$. This concludes the proof of this implication.

Lemma 3.2. Let $\delta$ be a symmetric d.c. of $T$ and $\delta = (x_0, x_1, \ldots, x_h)$. Then $\delta$ is a pebbling of $T$ if and only if $\sum_{i=0}^{h} (2^i - \frac{1}{3})x_i \geq \frac{1}{3} \times 2^{h+1}$.

Proof. Let $v$ be the root of $T$ which has two children $u$ and $w$. Then $\delta$ is symmetric on $T_u$ and $T_w$, respectively. By Lemma 3.1, we obtain that $\delta$ is a pebbling of $T$ if and only if
\[
\delta_{\scriptstyle T_{v_j}} - \frac{1}{4} \delta_{\scriptstyle T_{v_j}}(u) + \frac{1}{4} \delta_{\scriptstyle T_{v_j}}(w) \geq \frac{1}{4} \times 2^h
\]
and
\[
\delta_{\scriptstyle T_{v_j}} - \frac{1}{4} \delta_{\scriptstyle T_{v_j}}(w) + \frac{1}{4} \delta_{\scriptstyle T_{v_j}}(v) \geq \frac{1}{4} \times 2^h.
\]
Note that $\delta_{\scriptstyle T_{v_j}} = \sum_{i=0}^{h} 2^{i-1}x_i$, $\delta_{\scriptstyle T_{v_j}}(u) = \sum_{i=1}^{h} x_i$, and $\delta_{\scriptstyle T_{v_j}}(v) = x_0$. Hence, observing that the two inequalities are identical, we have the proof.

Lemma 3.3. For any pebbling $\delta$ of $T$, there exists a pebbling $\tilde{\delta}$ of $T$ such that $\tilde{\delta}$ is symmetric on $T$ and $\tilde{\delta}_T = \delta_T$.

Proof. The proof follows by constructing $\tilde{\delta}$ recursively starting from the highest level. To do this, we let $\delta$ be a pebbling of $T$ which is symmetric on $T_u$ and $T_w$, where $u$ and $w$ are two children of $v$ (see Fig. 3). We will first construct another pebbling $\delta''$ of $T$ from $\delta$ which is symmetric on $T_u$ and $T_w$, by rearranging the pebbles on $T_u$. Then, by adjusting the number of pebbles on $v$, $w$, and $T_u$, we will have a pebbling $\tilde{\delta}$ symmetric on $T_v$ and with no more pebbles than $\delta$. The proof ends when $v$ reaches the root.
We shall use the same notations as we have used in the proof of Lemma 3.1. Without loss of generality, let $\delta_{T_0} \geqslant \delta_{T_0}$. For convenience, we introduce three functions defined on the set of distributing configurations of $T$. For each d.c. of $T$, $x$, let

$$
\gamma_u(x) = x_{T_u} - \frac{1}{2} x_{T_r} + \frac{1}{2} x_{T_u}(v) + \frac{1}{2} x_{T_r}(w),
$$

$$
\gamma_w(x) = x_{T_w} - \frac{1}{2} x_{T_r} + \frac{1}{2} x_{T_w}(v) + \frac{1}{2} x_{T_r}(u) + \frac{1}{2} x_{T_r}(v).
$$

and

$$
\phi(x) = \gamma_u(x) - \gamma_w(x).
$$

Now, by observation, we have the following facts:

1. $\phi(x) = x_{T_r} - \frac{1}{2}(x_{T_r}(u) - x_{T_r}(w))$.

2. By Lemma 3.1, since $\delta$ is a pebbling of $T$ which is symmetric on $T_u$ and $T_w$, we have $\gamma_u(\delta) \geqslant \frac{1}{2} \times 2^{-h-k}$ and $\gamma_w(\delta) \geqslant \frac{1}{2} \times 2^{-h-k}$.

3. Let $\delta |_{T_r} = (y_{k+1}, y_{k+2}, \ldots, y_h)_{T_r}$. If $\phi(\delta) < 0$, then there exists an index $j > k + 1$ such that $y_j > 0$. (For otherwise, by the definition of $\phi$, $\phi(\delta) \geqslant 0$.) Now, define $\delta'$ by $\delta'(i)_{T_r} = \langle y_{k+1}, y_{k+2}, \ldots, y_{j-2}, y_{j-1} + 4, y_j - 2, y_{j+1}, \ldots, y_h \rangle_{T_r}$. Then $\delta'$ is symmetric on $T_u$ and $T_w$, $\delta'_{T_r} = \delta_{T_r}$, and $\delta'_{T_w}(w) = \delta_{T_w}(w) + 2$, which implies that $\phi(\delta') = \phi(\delta) + 1$, $\delta'_{T_r}(v) = \delta_{T_r}(v) + 1$ and $\gamma_u(\delta') = \gamma_u(\delta) + \frac{1}{2}$.

Using the above facts we can construct a d.c. $\delta''$ of $T$ by way of the following procedure:

```
begin
    Let $\delta^{(0)} := \delta$, $\phi := \phi(\delta^{(0)})$ and $i := 0$;

    while $\phi < -\frac{1}{2}$ do
        if $\delta^{(i)} |_{T_r} = (z_{k+1}^{(i)}, \ldots, z_h^{(i)})_{T_r}$, and
            $j > k + 1$ is an index such that $z_j^{(i)} > 0$,
        let $\delta^{(i+1)} |_{T_r} := \delta |_{T_r}$,
            $\delta^{(i+1)} |_{T_r} := \delta' |_{T_r}$, and
        let $\delta^{(i+1)}(y_{k+1}^{(i)}, \ldots, y_{j-2}^{(i)}, y_{j-1}^{(i)} + 4, y_j^{(i)} - 2, y_{j+1}^{(i)}, \ldots, y_h^{(i)})_{T_r}$;
        $\phi := \phi + 1$;
        $i := i + 1$;
    end
end
```

Clearly, the d.c. $\delta'' = \delta^{(i)}$ obtained satisfies the following properties:

(a) $\delta''$ is symmetric on $T_u$ and $T_w$;

(b) $\delta''_{T_r} = \delta_{T_r}$;

(c) $\delta''_{T_w} = \delta_{T_w}$ and $\delta''_{T_r} = \delta_{T_r}$; this implies that $\delta''_{T_r} \geqslant \delta_{T_r}$; and

(d) $\phi(\delta'') \geqslant -\frac{1}{2}$. Furthermore, by (1) and (3), if $\phi(\delta'') > 0$, then $\delta'' = \delta$.

Most importantly, we have to prove the following property:

(e) $\delta''$ is a pebbling of $T$. 

If \( \delta'' = \delta \), this was assumed. Otherwise, by (3), we have \( \delta''(v) \geq \delta_T(v) \) which implies that \( \delta''(v') \geq \delta_T(v') \geq 1 \) for each \( v' \in V(T_r) \). Furthermore, \( \gamma_u(\delta'') \geq \gamma_u(\delta) \geq \frac{1}{2} \times 2^{h-k} \). By (d), we have \( \phi(\delta'') \leq 0 \); this implies that \( \gamma_u(\delta'') \geq \gamma_u(\delta') \geq \frac{1}{2} \times 2^{h-k} \). If \( \delta'' \neq \delta \) we must have \( h = k + 1 \), so by Lemma 3.1, we have the claim.

Now we are ready to define \( \hat{\delta} \). Let \( \delta''|_{T_n} = (z_{k+1}, z_{k+2}, \ldots, z_h)_{T_n} \) and \( \hat{\delta} = 0 \) if \( z_{k+1} \) is even and 1 if \( z_{k+1} \) is odd. We define \( \hat{\delta} \) by \( \hat{\delta}(v') = \delta''(v') \) for each vertex \( v' \in V(T_r) \setminus \{v\} \) and \( \hat{\delta}|_{T_n} = (x_k, x_{k+1}, \ldots, x_h)_{T_n} \) where \( x_k = \delta''(v) + \delta''(v|-z_{k+1} + 2\lambda, x_{k+1} = z_{k+1} - \lambda \) and \( x_j = z_j \) for each \( j > k + 1 \). Clearly, \( \hat{\delta}_T = \delta''_T, \hat{\delta}_T(u) = \hat{\delta}_T(w) = \delta''_T(w) - \lambda \) is even, and \( x_j \) is even for each \( j > k \). This implies that \( \gamma_u(\hat{\delta}) = \gamma_u(\hat{\delta}) = \frac{1}{2} \times 2^{h-k} \). Since \( \phi(\delta'') \geq -\frac{1}{2} \), we have

\[
\delta''_T - \delta''_T = \phi(\delta'') + \frac{1}{2}(\delta''_T(u) - \delta''_T(w)) \\
\geq \frac{1}{2}(\delta''_T(u) - \delta''_T(w) - 1) = \frac{1}{2}(\delta''_T(u) - \delta''_T(w)).
\]

This implies that

\[
\hat{\delta}_T(v) = \delta''(v) + \delta''_T - \delta''_T + 2\lambda + 2 \left\lceil \frac{1}{2} \hat{\delta}_T(w) \right\rceil \\
\geq \delta''(v) + \frac{1}{2}(\delta''_T(u) - \delta''_T(w)) + 2\lambda + 2 \left\lceil \frac{1}{2} \delta''_T(w) - \lambda \right\rceil \\
= \delta''(v) + \frac{1}{2} \delta''_T(u) + \frac{1}{2} \delta''_T(w) + \lambda \\
\geq \delta''(v) + \frac{1}{2} \delta''_T(u) + \frac{1}{2} \delta''_T(w) = \delta''_T(v).
\]

Note that \( \delta''_T = \delta''_T - \lambda, \delta''_T(w) = \delta''_T(w) - \lambda \) and \( \hat{\delta}_T(v) = \delta''_T(v) + \frac{1}{2} \delta''_T - \lambda = \delta''_T(v) + \phi(\delta'') + \frac{1}{2} \delta''_T(u) + \frac{1}{2} \delta''_T(w) + 2\lambda \). Therefore, we have

\[
\gamma_u(\hat{\delta}) = \gamma_u(\hat{\delta}) = \frac{1}{2} \delta_T + \frac{1}{2} \delta_T(v) \\
= (\delta''_T - \lambda) - \frac{1}{2}(\delta''_T(w) - \lambda) + \frac{1}{2} \phi(\delta'') \]

\[
+ \frac{1}{2} \delta''_T(u) - \frac{1}{2} \delta''_T(w) + 2\lambda \\
= \delta''_T - \frac{1}{2} \delta''_T(u) + \frac{1}{2} \phi(\delta'') = \frac{1}{4} \delta''_T(u) + \frac{1}{2} \phi(\delta'') - \frac{1}{6} \lambda \\
\geq \gamma_u(\delta'') + \frac{1}{4} \phi(\delta'') - \frac{1}{6}.
\]

Now, if \( \phi(\delta'') > 0 \), then \( \gamma_u(\delta'') + \frac{1}{4} \phi(\delta'') \geq \frac{1}{4} \times 2^{h-k} \). Otherwise we have \( \gamma_u(\delta'') + \frac{1}{4} \phi(\delta'') \geq \gamma_u(\delta'') + \phi(\delta'') = \gamma_u(\delta') \geq \frac{1}{2} \times 2^{h-k} \). This implies that \( \gamma_u(\hat{\delta}) = \gamma_u(\hat{\delta}) \geq \frac{1}{2} \times 2^{h-k} \). But \( \gamma_u(\hat{\delta}) = \gamma_u(\hat{\delta}) = \frac{1}{2} l, l \) an integer; therefore \( \gamma_u(\hat{\delta}) = \gamma_u(\hat{\delta}) \geq \frac{1}{2} \times 2^{h-k} \). Hence by Lemma 3.1, we conclude that \( \hat{\delta} \) is a pebbling of \( T_r \).
Theorem 3.4. \( f'(T) = \min \{ \sum_{i=0}^{h} 2^i x_i \mid \sum_{i=0}^{h} (2^i - \frac{1}{2}) x_i \geq \frac{1}{2} \times 2^{h+1}, \ x_0 \in \{0, 1, 2, 3\}, \ \text{and} \ \ x_i \in \{0, 2\}, \ i = 1, 2, \ldots, h \} \).

Proof. By Lemma 3.3, since each pebbling of \( T, \delta \), has a symmetric pebbling \( \tilde{\delta} \) such that \( \delta_T = \tilde{\delta}_T \), \( f'(T) \) can be obtained by minimizing \( \sum_{i=0}^{h} 2^i x_i \) where \( \langle x_0, x_1, \ldots, x_h \rangle \) is a symmetric pebbling of \( T \). Now it suffices to claim that there exists an optimal symmetric pebbling of \( T, \langle y_0, y_1, \ldots, y_h \rangle \), such that \( y_i < 4 \) for each \( i \in \{0, 1, \ldots, h\} \). Suppose not. Then in each optimal symmetric pebbling of \( T, \langle y_0, y_1, \ldots, y_h \rangle \), there exists a smallest index \( 0 \leq j \leq h \) such that \( y_j > 4 \). Since \( f'(T) \leq 2^h \), we must have \( j < h \). By Lemma 3.2, it is easy to check that \( \tilde{\delta}^{(j)} = \langle y_0, \ldots, y_{j-1}, y_j-4, y_{j+1}+2, y_{j+2}, \ldots, y_h \rangle \) is also an optimal symmetric pebbling of \( T \). By applying this operation repeatedly we obtain an optimal symmetric pebbling of \( T, \langle x'_0, x'_1, \ldots, x'_h \rangle \), such that \( x'_j < 4 \) for \( j = 0, 1, \ldots, h \). This is a contradiction. Thus we have the proof. \( \Box \)

Clearly, by Theorem 3.4, we can transform the optimal pebbling problem of complete binary tree to the following instance of ILP:

\[
\begin{align*}
\min & \sum_{i=0}^{h} 2^i x_i \\
\sum_{i=0}^{h} (2^i - \frac{1}{2}) x_i & \geq \frac{1}{2} \times 2^{h+1}, \\
x_0 & \in \{0, 1, 2, 3\} \ \text{and} \ \ x_i \in \{0, 2\}, \ i = 1, 2, \ldots, h.
\end{align*}
\]

(**)

Although ILP is NP-complete, we have an efficient algorithm to solve (**) and thus we can quickly find the optimal pebbling number of the complete binary tree. In what follows we present the algorithm with full details.

Algorithm OPCBT(h)

Input: \( h \) (a positive integer).

Output: \( \langle x_0, x_1, \ldots, x_h \rangle \) (an optimal solution of (**)).

begin
\{Step 1: initialization of \( c = \sum_{i=0}^{h} (2^i - \frac{1}{2}) x_i \) and \( x_i, i = 0, 1, \ldots, h \).\}
\( x_0 := 3; \)
\( c := (1 - \frac{1}{2}) x_0; \)
\textbf{for} \( i = 1 \) \textbf{to} \( h \) \textbf{do}
\( x_i := 2; \)
\( c := c + (2^i - \frac{1}{2}) x_i; \)
\{Step 2: testing \( x_i = 0 \) or 2, \( i = 1, 2, \ldots, h \).\}
\textbf{for} \( i = h \) \textbf{to} 1 \textbf{step} -1 \textbf{do}
\textbf{if} \( c - (2^i - \frac{1}{2}) x_i \geq \frac{1}{2} \times 2^{h+1} \) \textbf{then}
\( c := c - (2^i - \frac{1}{2}) x_i; \)
\( x_i := 0; \)
end
Therefore, we conclude that when

not optimal. On the other hand, if (3

and then

a feasible solution of (3

\[ x_0 = 1, 2 \text{ or } 3. \]

\[
\text{while } c - (1 - \frac{1}{T}) \geq \frac{1}{5} \times 2^{k+1} \text{ and } x_0 > 0 \text{ do}
\]

\[
x_0 := x_0 - 1;
\]

end

**Theorem 3.5.** Algorithm OPCBT produces an optimal solution of (**), and its time complexity is \( O(h) \).

**Proof.** Let \((n_0, n_1, \ldots, n_k)\) be the output of Algorithm OPCBT. Clearly, \((3, 2, \ldots, 2)\) is a feasible solution of (**) in Step 1; hence an optimal solution of (**) exists. Now, we shall claim that \((n_0, n_1, \ldots, n_k)\) is the unique optimal solution of (**). Observe that for each integer \(k \geq 1\), \(2 \cdot 2^k > 3 + \sum_{i=1}^{2^k-1} 2 \times 2^i\). Therefore, if \((3, 2, \ldots, 2, 0, n_{k+1}, \ldots, n_k)\) is a feasible solution of (**), then any feasible solution \((x_0, x_1, \ldots, x_{k-1}, 2, n_{k+1}, \ldots, n_k)\) is not optimal. On the other hand, if \((3, 2, \ldots, 2, 0, n_{k+1}, \ldots, n_k)\) is not a feasible solution of (**), then for any feasible solution \((x_0, x_1, \ldots, x_{k-1}, 2, n_{k+1}, \ldots, n_k)\), \(x_k = 2\). Hence, if \((x_0^*, x_1^*, \ldots, x_k^*)\) is an optimal solution, by Step 2, starting from \(h\), we see that \(x_k^* = n_k\), and then \(x_{k-1}^* = n_{k-1}, \ldots, x_1^* = n_1\). Finally, by Step 3, we have \(x_0^* = n_0\). This implies that the output is the unique optimal solution. Since the time complexity of Algorithm OPCBT is easy to see, we conclude the proof. \( \square \)

**Concluding remark.** Let \(\delta = (x_0, x_1, \ldots, x_h)\) be the optimal pebbling of \(T\) obtained from Algorithm OPCBT. Then by Theorem 3.4, for any \(k < h\), we have

\[
\delta_T = \sum_{i=0}^{h} 2^i x_i \geq \frac{1}{2} \times 2^{h+1} + \sum_{i=0}^{h} \frac{1}{2} x_i
\]

\[
= \sum_{i=1}^{k} \left( \frac{1}{4} \right)^i \times 2^{h+1} + \frac{1}{2} \times \left( \frac{1}{4} \right) \times 2^{h+1} + \sum_{i=0}^{h} \frac{1}{2} x_i
\]

\[
= 2\left( \frac{1}{4} \times 2^h + \frac{1}{4^2} \times 2^h + \ldots + \frac{1}{4^k} \times 2^h \right) = 2 + \frac{1}{3} \times 2^h + \sum_{i=0}^{h} \frac{1}{2} x_i
\]

\([**] \)

Eq. (***) then suggests that, in order to obtain an optimal pebbling of \(T\), 2 pebbles should be placed on each vertex of the \((h - 2)\)th, \((h - 4)\)th, \ldots, and \((h - 2k)\)th levels, using the lower levels to ensure that \(\sum_{i=0}^{h-2k-1} 2^{i} x_i \geq 2 \times \frac{1}{Q} \times 2^{h-2k} + \sum_{i=0}^{h} \frac{1}{2} x_i\). Therefore, we conclude that when \(h\) is sufficiently large there exists an \(h'\) such that \((x_{h'}, x_{h'+1}, \ldots, x_h) = (0, 2, \ldots, 0, 2, 0, 2, 0),\) and that \(f'(T)\) can be approximated by \(\frac{1}{7}(2^h+1)\) with small errors. To be more precise,

\[
f'(T_{h'}) = (2^{h+1} + h)/3 + O(\log h)
\]
and for \( i > O(\log h) \), the value of \( x_i \) in an optimal pebbling of \( T_h^2 \) is

\[ \begin{align*}
2, & \quad \text{if } h - i \text{ is even and positive, and} \\
0, & \quad \text{otherwise.}
\end{align*} \]

To prove this, let each \( n \in \{0, 1, \ldots, 2^{h+2} - 1\} \) have binary expansion \( n = \sum_{i=0}^{h+1} y_i(n)2^i \).

Write

\[ \psi(n) = y_0(n) + 2 \sum_{i=1}^{h+1} y_i(n) \quad \text{and} \quad \chi(n) = n - \psi(n)/3. \]

Let \( \delta = \langle x_0, x_1, \ldots, x_h \rangle \) be a symmetrical d.c. of \( T_h^2 \) with \( x_0 \in \{0, 1, 2, 3\} \), \( x_i \in \{0, 2\} \) for \( i = 1, 2, \ldots, h \). Write \( n = \delta_T \). Then

\[ x_0 = y_0(n) + 2y_1(n), \quad x_1 = 2y_2(n), \ldots, x_h = 2y_{h+1}(n), \]

so by Lemma 3.2, \( \delta \) will be a pebbling of \( T \) if and only if

\[ \chi(n) = n - \psi(n)/3 \geq \frac{1}{2} \times 2^{h+1}. \]

\( f'(T_h^2) \) will therefore be the minimal \( n \) for which (****) holds. Since \( \psi(n+1) \leq \psi(n) + 1 \) for all \( n \), \( \chi \) is increasing with \( n \). Let \( n_0 = 2 \lfloor h/3 \rfloor \); then \( y_i(n_0) \) will be 1 if \( h - i \) is odd and 0 otherwise; therefore, \( \psi(n_0) = 2 \lfloor h/3 \rfloor \), and \( \chi(n_0) = n_0 - \frac{1}{3} \lfloor h/3 \rfloor \).

Set \( k = \lfloor h/2 \rfloor - \lfloor \frac{1}{2} \log_2 h \rfloor - 1 \), and let \( h \geq 2 \), so that \( k \geq 0 \). Evidently, \( h > 2k \), so \( y_{h-2k}(n_0) = 0 \). Therefore, for all \( i \geq 0 \) no bigger than \( 2^{h-2k} \), no carry out of \( y_{h-2k}(n_0) \) will occur when adding \( i \) to \( n_0 \), and so

\[ y_{h-2k+1}(n_0 + i) = y_{h-2k+1}(n_0), \quad \ldots, \quad y_{h+1}(n_0 + i) = y_{h+1}(n_0). \]

Therefore, for \( 0 \leq i \leq 2^{h-2k} \),

\[ |\psi(n_0 + i) - 2 \lfloor \frac{1}{2} i \rfloor| \leq 2(m_0 - 2k) + 1 \leq 7 + 4 \lfloor \frac{1}{2} \log_2 h \rfloor \leq 7 + 2 \log_2 h \]

and

\[ |\chi(n_0 + i) - (n_0 + i - 2 \lfloor \frac{1}{2} i \rfloor)| \leq \frac{7}{3} + \frac{2}{3} \log_2 h. \]

Let \( i_0 = h/3 - \log_2 h \) and \( i_1 = h/3 + \log_2 h \). We have \( 2^{h-2k} \gg 2^{(\frac{1}{2} \log_2 h + 1)} \gg h \), so for \( h \) large enough, \( 0 \leq i_0 \leq i_1 \leq 2^{h-2k} \), and we may apply (******) to get

\[ \chi(n_0 + i_0) \leq n_0 + i_0 - 2 \lfloor \frac{1}{2} i_0 \rfloor + \frac{7}{3} + \frac{2}{3} \log_2 h < \frac{1}{2} \times 2^{h+1}, \]

for \( h \) sufficiently large, so (****) does not hold for \( n = n_0 + i_0 \), and

\[ \chi(n_0 + i_1) > n_0 + i_1 - 2 \lfloor \frac{1}{2} i_1 \rfloor - \frac{7}{3} - \frac{2}{3} \log_2 h > \frac{1}{2} \times 2^{h+1}, \]

for \( h \) sufficiently large, so (****) does hold for \( n = n_0 + i_1 \). Therefore, if \( h \) is large enough, \( n_0 + i_0 < f'(T_h^2) \leq n_0 + i_1 \) and \( f'(T_h^2) = 2^{h+1}/3 + h/3 + O(\log h) \), as desired. The remark about the value of \( x_i \) in an optimal pebbling now follows immediately from (****) and (******).
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